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Why the HPC community loves Containers

• Compute resources are 
flexible

• Laptop

• Workstation

• HPC

• Cloud

• Encapsulated SW stack

Mobility / Portability

• Growing demand

• Helps with contradictory 
requirements

• “Works on my machine”

• Novel applications

• Latest Ubuntu vs Enterprise 
Linux

• Legacy code

• Fortran @CentOS5

User-supplied applications

• Collaboration

• Passing on the SW 
environment

• Simplifies reproducibility

• Defined SW stack in 
container („immutability“)

• Standardization

Reproducibility

• Very low overhead

• Performance close to 
bare metal

• Lots of research on 
the subject, including
our own

Performance

And so should you!
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Kubernetes (K8s)
If one says containers, he typically means Kubernetes

State-of-the-art Open-source system for automating
deployment, scaling, and management of containerized 
applications - aka “Container Orchestration”

Commercial representatives

• Red Hat OpenShift, SUSE Rancher, …

Also available at the Hyperscaler of your choice

• AKS@Azure, EKS@AWS, GKE@GCP

However…
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Kubernetes was primarily designed with cloud 
native scalable services in mind

• Typical HPC applications behave differently
• No dynamic auto-scaling

• Use of MPI

• Requirements for HPC interconnects (Infiniband, …)

• …

• Ongoing efforts to make K8s HPC-aware
• Variety of gang schedulers for HPC/Batch/AI+ML

• MPI Operator

• Nimbix invested lots of effort to bring the two 
worlds together

Kubernetes and HPC
Much harder than it sounds
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Platform Maturity

Before the rise of Docker + 
Kubernetes

Much less to build on than 
nowadays

Goal: Solution made for 
HPC – for small and large 

customers

Started 2010

Up to 40 man years

Containerization, 
Integration, Applications on 

HyperHub

Goal: Containers as easy as 
it gets

Development Effort

8 patents and counting

Intellectual Property

Nimbix Jarvice in numbers
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Nimbix JARVICE™
is a container-based solution for 
multi-site, multi-cloud HPC workloads 
with an integrated App marketplace and
ready to use click-to-run workflows of 
typically used simulation applications and 
community AI tools.
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Nimbix enables HPC with containers on Kubernetes based infrastructure

Nimbix Supercomputing Suite
HPC in Kubernetes – simplified architecture
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Kubernetes
RH OpenShift

Kubernetes
AWS

Kubernetes
Azure 

Kubernetes
Private

Nimbix / Jarvice Control Plane

API

Bring-Your-Own-
Container

CI/CD Pipeline

Nimbix App Store

HW 1 HW 2 HW 3 HW 4 Cloud 1 Cloud 2 Cloud 3

Web-
Portal

SMB Customer

Large Scale
Customer

s+c Workflow 
Automation & 

Tools

• SMB prefer the web portal

• Large Scale Customers usually use the API
• Integration with existing job workflows

Elastic: Pay-as-you-go

Dedicated: Bare Metal as-a-Service

Federated: Unifies all compute zones
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Nimbix Demo
Online Version
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• General Look & Feel, User Interface, HyperHub

• Filemanager

• Desktop Session 

• Abaqus - Submit via Web Interface

• Abaqus - Submit via API

• OpenFOAM – motorBike example

• TensorFlow – moon_dataset

Content
Of Online Demo
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Application container / pod gets started, network configured + storage mounted

Application Image gets pulled on selected + available resources

Before job starts: If required, instances get scaled up

User defines + submits his job

Job starts – once the job is finished, if resources are no longer required: instances get scaled down

Behind the scenes
From job submit to running simulation
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API Abaqus
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Job Submit
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API Abaqus
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Job Submit

Atos science + computing Tech Forum 2022
Contact: marcus.camen@atos.net



API Abaqus
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Query Status
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HPC Cloud & As a Service  - Key to flexible high-end IT resources or insecure cost-trap?
Marcus Camen, Chief Technology Officer

1:15 pm –
2:00 pm

Container & Kubernetes HPC  - Hands-on deep dive to modern simulation, AI & analytics
Janina Dynowski, Head of science + computing Nimbix Cloud
Holger Gantikow, Chief HPC Landscape Architect

3:00 pm –
3:30 pm

Cloud Security  - Is your engineering data at risk?
Peter Curth, Head of Atos Cloud Operations

3:30 pm –
4:00 pm

Migration Cheat Sheet  - Pitfalls and best practices
Open Panel

4:00 pm –
4:30 pm

Welcome
Matthias Schempp, Vorstand / Head of Atos science + computing

1:00 pm –
1:15 pm

Nimbix – Unified On Demand HPC As a Service
Steve Hebert, VP Global Head of Atos Nimbix HPC Cloud Competency Center

2:00 pm –
2:30 pm
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Nimbix Demo
Offline Version
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First Steps
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HyperHub
Where it all begins
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Desktop Session
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Desktop Session
Ubuntu Linux Desktop Session
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Ubuntu Desktop Session
Select Server for traditional GUI session – Batch, Kiosk Mode also supported
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Ubuntu Desktop Session
Scale your resources according to your demand
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Ubuntu Desktop Session
Utilizing 2 cores for this basic example
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Ubuntu Desktop Session
Click here to connect!
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Desktop Session
3, 2, 1 – Start Working
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Jarvice XE provides 2D/3D remote visualization relying on 
openVNC/OpenGL/libglvnd
Full screen in-browser view & live thumbnails
Can leverage EGL acceleration for GPU cards

Roadmap: alternative using Atos eXtrem Remote Visualizer solution.
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File Manager
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You can upload and download your data at any time whether you 
are running jobs or not. Transfer data on Nimbix:
• Using Vaults over HTTPS (recommended)
• Secure FTP protocol (SFTP)
• Nimbix File Manager

Atos science + computing Tech Forum 2022
Contact: marcus.camen@atos.net



26

File Manager
Start small
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File Manager
File Manager gets queued…

Atos science + computing Tech Forum 2022
Contact: marcus.camen@atos.net



28

File Manager
… and is ready to connect
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File Manager
Familiar look and feel
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File Manager
Familiar look and feel
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Abaqus
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Abaqus
Application Selector
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Abaqus
Let‘s start a job!
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Abaqus
Insert input data, Resource selection – will be scaled up on demand
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Abaqus
Job starts processing
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Abaqus
Job completed
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Abaqus Job
Output Files
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Autoscale
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Before, Autoscale, After
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API
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API Abaqus
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Job Submit
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API Abaqus
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Job Submit
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API Abaqus
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Query Status
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OpenFOAM
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OpenFOAM Job
Find your OpenFOAM version
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OpenFOAM Job
Start either Batch or GUI
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OpenFOAM Job
Scale your resources according to your demand
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OpenFOAM Job
Click to connect
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OpenFOAM Job
Ready to run a simulation (GUI mode here)

Atos science + computing Tech Forum 2022
Contact: marcus.camen@atos.net



49

OpenFOAM Job
Running simulation
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OpenFOAM Job
Simulation finished
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OpenFOAM Job
Visualization using ParaView
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Tensorflow
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Tensorflow Job
Select the Tensorflow version of your choice
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Tensorflow Job
Select Server mode for full desktop session

Atos science + computing Tech Forum 2022
Contact: marcus.camen@atos.net



55

Tensorflow Job
Scale your resources according to your demand
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Tensorflow Job
Click to connect
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Tensorflow Job
Start a jupyter-notebook
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Tensorflow Job
Select your input data
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Tensorflow Job
Ready to run
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Tensorflow Job
Visualisation of results
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